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Abstract
The concept of imitation is both ubiquitous and curiously under-analysed in theo-
retical discussions about the cognitive powers and capacities of machines, and in 
particular—for what is the focus of this paper—the cognitive capacities of large lan-
guage models (LLMs). The question whether LLMs understand what they say and 
what is said to them, for instance, is a disputed one, and it is striking to see this 
concept of imitation being mobilised here for sometimes contradictory purposes. 
After illustrating and discussing how this concept is being used in various ways in 
the context of conversational systems, I draw a sketch of the different associations 
that the term ‘imitation’ conveys and distinguish two main senses of the notion. 
The first one is what I call the ‘imitative behaviour’ and the second is what I call 
the ‘status of imitation’. I then highlight and untangle some conceptual difficulties 
with these two senses and conclude that neither of these applies to LLMs. Finally, 
I introduce an appropriate description that I call ‘imitation manufacturing’. All this 
ultimately helps me to explore a radical negative answer to the question of machine 
understanding.
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1  Introduction

Recent theoretical discussions on artificial intelligence (AI) have placed a significant 
emphasis on evaluating the capabilities and ethical concerns surrounding a category 
of systems now widely known as ‘large language models’ (LLMs) (Strasser, 2024; 
Marcus, 2022; Bender et  al., 2021; Weidinger et  al., 2021). Based on transformer 
algorithms (Vaswani et  al., 2017), these generative models have in particular led 
to significant progresses in several domains associated with natural language pro-
cessing (NLP). Automated translation (DeepL), computer code generation (GitHub 
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Copilot), and even literature search and summarisation on particular subjects 
(TLDR) have thus witnessed substantial advancements owing to the application of 
LLMs1. Their more recent implementation is that of highly effective conversational 
systems, the most notable of which being ChatGPT, BERT, LaMDA, Claude, Chin-
chilla, PaLM, etc. The distinctive feature of such systems is that they often gener-
ate highly convincing responses that are quite indistinguishable from responses that 
could be produced by human beings.

These amazing software (and I am here using ‘amazing’ in a non-normative, 
purely descriptive way: a large proportion of users and the general public are literally 
amazed at how well these machines perform) have already led to quite a lot of dis-
cussion, though mostly in the form of general pieces of opinion by some researchers 
in the field of machine learning (Cerullo, 2022; Bryson, 2022; Luccioni and Marcus, 
2023). The public availability of LLMs, along with the significant incident of the 
high-profile firing of Google employee Blake Lemoine in June 2022 for (allegedly) 
having publicly stated that LaMDA 2 was conscious (Lemoine, 2022) have led to 
a growing reassessment both within the scientific community and the general pub-
lic regarding whether these software machines possess any form of consciousness 
(Chalmers, 2023; Cukier, 2022) or whether they might be the starting point lead-
ing to artificial general intelligence (AGI) (Michael et al., 2023). While, admittedly, 
most scholars argue against the consciousness of such models, the question of their 
understanding remains a more polarising issue. A study conducted among 480 NLP 
researchers revealed for example that 51% of the participants believed that LLMs 
are capable of understanding (Michael et al., 2023). It is thus not uncommon to see 
LLMs—sometimes even explicitly referred to as ‘language understanding systems’ 
(Devlin et al., 2019)—attributed with cognitive or proto-cognitive abilities—albeit 
at times portrayed as abilities of a lower kind compared to those of human or even 
non-human animals.

In this vein and in a recent piece for general audience, philosopher Jacob Brown-
ing and machine learning researcher and chief AI scientist at Meta Yann Le Cun 
(2022) argued that to refuse to call LLMs ‘intelligent’, or to speak of them as 
‘understanding’ language, is tantamount to ‘semantic gatekeeping’. This accusa-
tion is rather common. One is guilty of semantic gatekeeping when one refuses—
for chauvinistic or emotional reasons, that is, for the wrong kinds of reasons—the 
use or the extension of some terms in new contexts. The point they make is that, 
while LLMs do not engage with language in the same way that we do or tend to do, 
they do engage with language in their very own way. This raises two difficulties: the 
thorny question of the status of this kind of ascription (saying of a machine that it 
‘understands’, even a little), and the difficult question of the legitimacy of this kind 
of accusation (of semantic gatekeeping—when one refuses to say that a machine 
understands, even a little). I will obviously not have the space in this article to deal 
fully with these two issues but I would like to present a few thoughts that might pave 
the way to clarify them. These reflections are articulated around a concept that often 
goes unnoticed but is used in an explanatory way by radically different positions: 
the concept of imitation. I will first briefly present a continuum of positions ranging 

1  For a more comprehensive overview of tools developed using LLMs, see Hutson (2022).



Imitation and Large Language Models﻿	 Page 3 of 24     42 

from what I will call the ‘full-understanding position’ to what I will call the ‘no-
understanding position’ and show that this concept is often used at several stages 
of this continuum in an explanatory way. I will do that not to show that imitation 
should in any way be required or necessary for there to be understanding, but rather, 
more modestly, to point out that the very same concept of imitation is mobilised at 
key moments, and sometimes for contradictory purposes, whether to deny that there 
is the slightest understanding in LLMs or, on the contrary, to argue that there could 
very well already be some understanding in LLMs. I will then attempt to analyse 
afresh this concept of imitation and endeavour to give a novel account of the rela-
tionship between LLMs and the varieties of imitation. I will eventually defend the 
idea that LLMs do not imitate human speech, are not in themselves imitations of 
human speech, but are best described as imitation manufacturing tools, i.e., tools 
that manufacture imitations of human speech.

2 � The Continuum from the No‑Understanding Position 
to the Full‑Understanding Position

2.1 � Two Extreme Views: Full Understanding Versus No Understanding

It might seem fruitful to regard Browning and Le Cun’s aforementioned position as 
defending a sort of middle ground within a wider spectrum of views on the issue 
of the understanding of LLMs. On one side of the spectrum, we would have the 
extreme views of people like Lemoine, according to whom LLMs are already con-
scious and hence fully understand what they say. This, I will call the ‘full-under-
standing position’. Arguments typically put forward to support this position tend to 
emphasise that present-day LLMs such as LaMDA are not ‘toy programs’ (Cerullo, 
2022) in the way that older conversational programs such as Joseph Weizenbaum’s 
ELIZA (to which we will come back later) used to be. This thesis often relies on 
a mixture of ideas. Firstly, it uses computational data to emphasise the capabili-
ties of LLMs. Secondly, it draws upon numerous comparisons that have been made 
between the neural networks employed in LLMs and those found in the human brain 
(Goldstein et al., 2022; Mahowald et al., 2023)2. In his ‘defense of Lemoine’ (2022), 
Michael Cerullo thus highlights that during its initial training phase, an LLM such 
as LaMDA is exposed to a significantly larger quantity of linguistic samples than a 
human being is likely to encounter throughout their entire lifetime. This view often 
rests on the notion that human comprehension fundamentally relies on the compu-
tational capacity of the brain possessed by the agent deemed to ‘understand’. If we 
follow Cerullo’s suggestion that ‘language understanding is the result of a vast neu-
ral network operating according to the laws of physics’, implying that understand-
ing is essentially a series of events in the brain (which functions as a biological 

2  Let us note that the authors of these articles do not always explicitly aim to demonstrate the under-
standing or communicative abilities of LLMs. Instead, their primary objective is to underscore the simi-
larities between LLMs and brain neural networks in terms of language processing, suggesting that LLMs 
and brains operate in a similar manner.
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computational device), then replicating these events in an equivalent artificial com-
putational device should result in an artificial counterpart of understanding. Were 
we to accept this proposition, it would imply that LLMs already and actually possess 
the capacity of understanding. Alternatively, were we to refuse to ascribe this capac-
ity to LLMs (while still accepting Cerullo’s conceptual framework), we would need 
to reconsider our fundamental assumption regarding the capacity of human beings 
to understand.

We do not have the space here to discuss this position in depth: let us simply 
mention that ever since the emergence of the field of cognitive neuroscience, a phil-
osophical tradition which could be labelled as ‘Wittgensteinian’, ‘Rylean’, or ‘neo-
Aristotelian’ has sought to show the inherent misconception—described by Maxwell 
Bennett and Peter Hacker as a ‘mereological’ mistake (Bennett and Hacker, 2022; 
Hacker and Smit, 2014)—of attributing such abilities to the brain instead of the 
whole individual (the human animal) whose brain it is (see also Kenny, 1989; Cock-
burn, 2001). This error, if it is indeed an error, would have obvious and immediate 
repercussions for the case of the conversational machine.

On the other side of the spectrum then, we would find the extreme views of 
researchers such as Bender, Gebru, et al., according to whom LLMs have no under-
standing at all of the textual outputs they produce. I will call this second position 
the ‘no-understanding position’. According to the no-understanding position, LLMs 
would not even have a basic understanding of what they are saying, ‘and only have 
success in tasks that can be approached by manipulating linguistic form’ (Bender 
et al., 2021). As a consequence, LLMs are sometimes remarkably qualified as ‘sto-
chastic parrots’ (Bender et al., 2021), an expression that has been widely used and 
discussed in the recent literature and which aims to emphasise both the probabilistic 
nature of the sentences generated by LLMs, and the lack of understanding of said 
sentences on the part of the machine3. What is striking, for my purposes, is that the 
parrot is commonly (and paradigmatically) seen as an animal engaged in imitating—
and ‘parroting’ is considered as a synonym for ‘imitating’. Anyway, for now, what 
are the arguments for the no-understanding position? In the ongoing debate regard-
ing the language understanding capabilities of LLMs, one of the frequently raised 
arguments of the no-understanding position revolves around the human tendency 
to assign mental states to non-living entities (Romero, 2022), commonly known as 
the ‘ELIZA effect’. According to Hofstadter (1995), the ELIZA effect indeed is an 
‘illusion’ which specifically consists in ‘the susceptibility of people to read far more 
understanding than is warranted into strings of symbols—especially words—strung 
together by computers’. This is a genealogical kind of argument that would explain 
why one tends to attribute understanding where there is none.

3  Raphaël Millière (2021), for his part, uses the term ‘stochastic chameleons’ to refer to LLMs; his main 
reason for preferring this expression over the former is to emphasise the adaptive nature of such systems, 
about which we will say a few words later on.
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2.2 � A Middle Ground: ‘Shallow Understanding’

Going back to Browning and Le Cun’s article, we could say that the two authors 
advocate an apparently reasonable middle ground between the full-understanding 
and the no-understanding positions. While they do not assert that LLMs possess 
complete understanding of the statements they produce and the information they are 
given, the authors still appear to be open to the potentiality of such an understanding 
on the part of LLMs; they do not completely dismiss it. Yet, Browning and Le Cun 
are well aware that the understanding of LLMs—if there is such a thing—is very 
limited. A first explanatory reason they put forward has to do with the programs’ 
computational limitations: they observe that LLMs currently have ‘the attention 
span and memory of roughly a paragraph’, which obviously defeats any hope of hav-
ing lengthy threaded conversations with them. Even more critically, another expla-
nation for their limited comprehension supposedly lies in the fact that LLMs only 
manipulate textual data and are not in any way grounded in the ‘real’ world. The 
authors thus claim that LLMs are endowed with knowledge (‘linguistic knowledge’ 
or what we could call—following Ryle (1945, 1949)—knowledge that), but lack 
practical knowledge (‘knowledge how’ also sometimes labelled ‘procedural knowl-
edge’ or ‘hands-on knowledge’). Thus, LLMs can, for instance, ‘explain how to per-
form long division without being able to perform it’. This distinction between pos-
sessing pure knowledge and being able to properly use this knowledge is frequently 
revisited in the literature: Mahowald et  al. (2023), for instance, argue that LLMs 
demonstrate what they call an imperfect though very promising ‘formal linguistic 
competence’ (which pertains to the fact of knowing ‘linguistic rules and patterns’) 
but do not possess a functional linguistic competence (which this time pertains to 
the understanding of language in the ‘real world’).

Despite the lack of grounding of LLMs, Browning and Le Cun suggest that the 
performance of the machine is indeed such that it nevertheless entails that it pos-
sesses a certain level of understanding: what they refer to as ‘shallow’ understand-
ing. This expression is of particular interest as it serves as a way for them to criti-
cally distance LLMs from human beings, while at the same time bringing them a 
little bit closer together. Distancing them on the one hand, since the machine would 
not have the same level or depth of understanding as human beings; and bringing 
them closer together on the other hand, since the machine is nevertheless granted—
at least to a certain degree—the capacity to comprehend language (being in shallow 
water or being in deep water is being in water anyway).

So, more precisely, what do they mean when they say that LLMs are endowed 
with a ‘shallow understanding’? They mean that LLMs’ use of language is more 
akin to ‘mimicry’ than it is to authentic comprehension. LLMs would thus imitate 
human speech in a similar vein to that of smug ‘jargon-spouting students’ mimick-
ing their instructors. Let us dwell a little on this simile. In this example, the students 
would not really understand the actual content of the lessons, but would nevertheless 
take on a professorial tone and posture when repeating whatever they have heard 
their teachers say. Such students would thus repeat some of what they have heard 
without fully understanding it. We might, for example, imagine an individual who 
uses a technical concept in order to appear scholarly, without fully grasping the 
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scope of said concept or the nuances it brings with it. Smug students may well be 
parroting by repeating without understanding. But we should note from the outset 
that in spite of everything, these students understand what they are doing: while they 
may not fully grasp the meaning of some of the key concepts they mobilise, they do 
understand the meaning of at least some of the words they use (and they can at least 
understand simple, i.e., non-technical, sentences). Their inability has to do only with 
some of the notions in play; rote learning—even if not the best kind of learning—is 
still learning. Even more fundamentally, students who engage in this kind of slightly 
dishonest practice understand that by doing so, they are speaking, they are engag-
ing in a dialogical practice, they are being included in a linguistic community, they 
understand at the very least what talking to someone and saying something amounts 
to. And indeed, since this somewhat dishonest practice is aimed at projecting the 
image of oneself as more intelligent or more knowledgeable than one really is, it 
also reveals a very strong social awareness of the fact that one is part of a linguistic 
community: the point of such a practice is in fact to pass oneself off as x (intelligent, 
profound, perceptive, etc.). Moreover, if we confront them with the fact that they do 
not understand the meaning of what they are talking about and that they are simply 
repeating what they have heard their teacher say, these students, whether they admit 
it or deny it (barring self-deception) will be aware of what they are doing (i.e., par-
roting what their teacher says). This also means that we can try and identify reasons 
for their behaviour: so we can question it, discuss it, analyse it, correct it, and so on. 
The point is that such students would certainly possess some knowledge and under-
standing, but not as much as they might appear to. Hence, an outside observer could 
be fooled as to the real state of knowledge or as to the level of understanding of the 
observed individuals. Returning to LLMs, the implication, then, is that such pro-
grams do indeed have knowledge and understand (at least to some extent) what they 
say, albeit possibly not quite as much as they may appear to. The substance of their 
words may then be more a matter of rote learning than of genuine understanding.

2.3 � The Concept of Imitation

What is striking and what I mean to draw attention to is that, both in the ‘no-under-
standing position’ and in the ‘shallow understanding position’, the authors cited are 
comfortable with the idea of invoking the notion of imitation. For Browning and Le 
Cun, the fact that the machine imitates human linguistic behaviour is in no way an 
obstacle to its acquisition of ‘some genuine understanding’. For Bender, Gebru et al. 
however, the fact that the machine simply imitates human speech is precisely the rea-
son why it should be denied the capacity of authentic understanding of the content 
of its linguistic interactions.

This concept of imitation is in fact a recurrent and central one in the philosophy 
of conversational systems—one recalls, of course, Alan Turing’s theorising of his 
famous test (1950)—and the many critics that were made to it (most notably Searle, 
1980, but also Gunderson, 1964; Button et al., 1995)—in which it was expected that 
the machine would imitate the conversational behaviour of a human being. While 
it is true that the technology has evolved considerably since the time of Turing’s 
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article, the concept of imitation continues to be pivotal but often unexamined in the 
research on more recent AI software machines, and the far-reaching implications of 
the Turing test still seem to be relevant today—as is highlighted by the fact that 
Turing tests are frequently carried out (as soon as new developments in our conver-
sational technologies appear)4: the main issue at stake behind this idea of mechani-
cally reproducing or imitating the linguistic behaviour of human beings still seems 
to be seen as determinant as to whether the machine should be attributed cognitive 
or psychological traits similar to those ordinarily attributed to human beings. This 
interplay between reproduction and imitation is clearly one of the major tropes that 
permeates AI (Russell and Norvig, 1995; Boden, 2016; Brockman, 2019; Strasser 
et al., 2023).

Consequences are therefore usually drawn from the fact that machines ‘imitate’ 
human speech, whilst the very notion of imitation usually appears to be taken for 
granted and is seldom the subject of an examination in its own right5. As we have 
seen, this notion plays a pivotal and sometimes explanatory role in very diverse 
views and in particular in the apparently more reasonable middle-ground view of 
LLMs’ understanding. I will then, in the following section, start to examine what 
is meant and what can be meant by the concept of imitation when theorising about 
conversational machines.

3 � Imitation and Large Language Models

3.1 � The Varieties of Imitation

To begin with, let us note that the term ‘imitation’ is arguably polysemous. In the 
broadest possible sense, then, what do we mean by this notion of imitation? What 
are the essential characteristics involved when we talk about imitation? At the risk 
of appearing trivial, let me first suggest that a concept closely linked to this notion of 
imitation is that of resemblance or likeness. An imitation, whatever its nature, aims 
(although it may very well fail) at producing a thing B (whatever its nature) that 
resembles a thing A–B then being the imitation and A what is imitated (the target). 

4  See for instance Bergen and Jones (2024) for an example of an LLM-related Turing test.
5  I am not arguing here for the much stronger and much loaded thesis that some level of imitation would 
be required or necessary for understanding. Such a thesis is regularly defended in the context of discus-
sions on what is sometimes referred to as ‘mindreading’ and more generally in the so-called ‘simulation 
theory’ of the mental (see for example Goldman, 2005). Nor am I arguing for the as strong and as loaded 
thesis that imitation would be—for some reason—an impediment to understanding. My discussion is sit-
uated logically prior to such an alternative. I will take as an indication of this that a logical restriction is 
usually in place when one engages in either position: an imitation is then understood as an action or as a 
behaviour-behaviour relation (see for example Farmer et al., 2018). I believe it is beneficial not to accept 
such a restriction without first questioning it. My aim is therefore not to defend either of these positions 
(imitation as a necessary step for comprehension or imitation as a sufficient impediment for comprehen-
sion) but rather to question the pervasive and unexamined use of the notion of imitation specifically in 
the field of AI (and particularly—since Turing—in the context of conversational machines). Moreover, 
I will also try to make it clearer in a moment why I believe it is a good idea not to mix up the notion of 
simulation and the notion of imitation (the second being usually used to define the first).
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Moreover, this resemblance should not be accidental. If the resemblance between A 
and B is merely fortuitous or coincidental, there can be no imitation in play: on the 
contrary, imitation requires that A is aimed in some way or other. The voice of one 
person can be very similar to that of another without the former imitating the latter: 
it would then be inappropriate to use here such a phrase if the similarity were purely 
accidental. This first aspect is partly constitutive of the meaning of ‘imitation’: there 
can be no imitation if no target is aimed (just as there can be no sale without a buyer, 
or just as there can be no gift without a recipient). As such, it is important to note 
that this first aspect remains neutral regarding what is required for any thing to aim 
at any other thing (in the same way that saying that there can be no gift without a 
recipient for the gift does not exclude, e.g., that the recipient of the gift be purely 
imaginary—the requirement is only logical). In particular, I do not wish to suggest 
here that imitation is constitutionally a mental activity. It might turn out to be nei-
ther mental (in a certain sense) nor an activity6.

Another concept closely linked to that of imitation is the aforementioned concept 
of reproduction. Sometimes presented as synonymous, these two terms nevertheless 
present at least two major contrasts. On the one hand, and as we have just noted, 
while any imitation is always intentional (in the minimal sense of being aimed at 
something), there can be accidental reproduction. I cannot accidentally imitate a 
piece of music, but I can accidentally reproduce a piece (I thought I was creating 
something entirely new, but it turns out that this chord progression already exists, 
etc.). Another notable difference between imitation and reproduction is that there 
is no such thing as a reflexive form of imitation, whereas there is such a thing for 
reproduction. One cannot imitate oneself, but one can reproduce one’s own work: 
thus the artist who copies their own drawing is not imitating their work, but repro-
ducing it7.

Finally, and again in very broad strokes, the concept of imitation goes hand in 
hand with the possibility of deception. For B to be considered a successful imita-
tion, it must be possible to confuse B with A, while B never actually being A. The 

6  I thank an anonymous reviewer for encouraging me to clarify this point. Saying that an imitation can-
not be accidental and is the result of an aim does not automatically allow the passage to the conclusion 
that this aim has then to be some sort of mental process, a process that could be broken down, a process 
that would be like the progress of a sequence of steps that we might hope to reproduce artificially and 
which generally occurs somewhere between our two ears, behind our nose. It is beyond the scope of this 
article to justify a global framework that would reject this very passage, but let us simply note that we are 
collectively in the unfortunate situation where the term ‘mental’ is understood in radically different ways, 
depending on whether one holds a theory of the mind which is more akin to what Glock (2020) dubs 
a form of ‘encephalocentrism’—which would be the default ‘orthodox cognitive science’ position—or 
whether one rather holds a neo-Aristotelian (or ‘Wittgensteinian’) account of the mind. According to the 
former, mental properties are characteristics of the brain and cerebral processes. For the latter, on the 
other hand, what is mental should neither be equated with the brain nor with its processes (and should 
neither be equated with some ghost-like, ethereal entity). The neo-Aristotelian (or Wittgensteinian) 
account advocates a ‘capacity approach’ of the mind and the mental (which then leads to other hard ques-
tions as to the necessary conditions and criteria for attributing psychological properties to a being—these 
are mapped by, e.g., Glock, 2020; Bennett and Hacker, 2022; Kenny, 1989). As far as the scope of this 
article is concerned, I want to suggest that a simple logical analysis of the concept of imitation (particu-
larly when applied to LLMs) should not incidentally favour either of these positions.
7  Admittedly, one can certainly parody oneself.
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appeal of the professional voice impersonator thus lies in the fact that one can easily 
mistake the impersonator’s voice for that of the person being imitated. One of the 
central dimensions of the meaning of the concept of imitation is then linked to this 
possibility of passing off as X (X being what is imitated).

This initial overview of the perimeter of the concept of imitation, which is obvi-
ously far too cursory, is intended to be as general as possible, but we now need to 
narrow our scope a little and take a closer look at some of the more salient features 
of imitation. One might indeed gain in clarity by distinguishing two different forms 
of imitation.

3.2 � Imitative Behaviour or Status of Imitation?

On the one hand, an imitation can be the doing of a person who is behaving in the 
same way as another person does. In this sense, the imitation at play is a form of ani-
mal behaviour. If one wished, for instance, to imitate one’s grandmother, one would 
have to take on her attitudes, her tone of voice, her intonations, her postures and 
facial expressions, and so on. One would behave in one’s grandmother’s way (i.e., 
just like her). To characterise this first aspect, let us speak in this sense of an imita-
tive behaviour. Categorically, this first form of imitation is a process (it takes time, 
can be interrupted, etc.). This first form of imitation is relevant for our purposes. 
One might ask indeed if LLMs do display this imitative behaviour. Note though that 
if they do, then in a way the hardest part is over: as we saw with Le Cun and Brown-
ing’s simile, attributing the ability to imitate to the student presupposes a galaxy of 
other abilities which are already of a high level of complexity (not least because they 
are integrated into the entire social life of the student in question), and in particular 
mental abilities which already require—incidentally—a certain understanding of the 
situation. We shall return to this point and investigate it in a moment.

Before that, let us note that there is a second sense of ‘imitation’ that can be rele-
vant for our investigation. In this second sense, an ‘imitation’ can be the status given 
to a thing when it has been produced in the manner of another thing or with another 
thing as a model. In this case, the term ‘imitation’ does not refer to the particular 
behaviour of an individual, but to an object in itself. To take but a few examples: 
fake leather is said to be an imitation of real leather because it was produced with 
(real) leather as a model, just as counterfeit money is an imitation of real money as it 
was also produced with (real) money as a model. To characterise this form of imita-
tion, let us use the phrase status of imitation. This second form of imitation is not a 
process but a result8. This result, however, is indeed the outcome of a process: I pro-
pose to use the term ‘imitation manufacturing’ to describe this process of producing 
an imitation—and to distinguish it from the process of imitating in the sense of an 

8  The suffix ‘-tion’ often gives rise to such an ambiguity, expressing both an action and the result of an 
action.
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imitative behaviour9. This second form is crucial to my point, as I will later argue 
that LLMs actually are not engaged in an imitative behaviour, but rather are imita-
tion manufacturers or imitation manufacturing systems and that their outputs have 
the status of imitations of human speech.

3.3 � Imitation and Duplication

Let us further remark that although the status of imitation is a form of reproduc-
tion of a given artefact, it nonetheless differs from that of a duplication. In the case 
of a duplication, the duplicated item is indeed exactly the same (i.e., is of the same 
type) as the original one. If I have in my possession a birth certificate and a dupli-
cate of this birth certificate, I then have in my possession two official documents. 
The second birth certificate not only is a replicate of the first one, but a duplicate, 
which, as a consequence, entails that both pieces of papers have the same (legal) 
status or significance. However, if I possess both a Picasso and an imitation of a 
Picasso, although the second artwork (the replica) can be seen as a faithful imita-
tion of the original, it is nonetheless not a duplicate of the painting, making it dis-
tinct in status from the original. As a consequence, if I have a Picasso and an imita-
tion of a Picasso, I do not possess two paintings by Picasso. While there is surely 
a common description (both artefacts are ‘paintings’), this common description is 
not exhaustive, as one of the paintings is indeed what we call a ‘master painting’ 
whereas the other is not. Counterfeit banknotes, forged signatures or textile fakes 
are all part of this second sense of imitation that we called the ‘status of imitation’: 
these are things that allow a common description with what they imitate (say ‘piece 
of paper’, ‘inscription’, ‘scarf’) but this description, though shared by the two items, 
is not a complete one. For instance, the original items which were imitated can also 
fall under the concepts of currency, signature, Hermes scarf, which their imitative 
derivatives cannot. The description that is common to both the imitated object and 
its imitation is what we might call a ‘sortal’ (Locke, 1690; Strawson, 1959) or even 
more specifically a ‘covering’ or ‘dominant’ sortal (Burke, 1994), i.e., a general 
individualising concept under which both the imitating and the imitated thing fall.

Thus, in both cases—duplication and imitation—the authorship of the items 
replicated is crucial in order to determine the nature of the object under considera-
tion. It is precisely because my duplicate birth certificate was entrusted to me by the 
authorities vested with this power that it does indeed qualify as an authentic birth 

9  Thus, although we can in a sense speak of a painter imitating Monet’s ‘Impression, soleil levant’, such 
an expression is not to be taken in the sense of an imitative behaviour: it would obviously make no sense 
to say that the artist is imitating in the sense of displaying an imitative behaviour that would consist in 
acting like Monet’s famous painting. Since there is nothing that could, in the first place, consist in the 
behaviour of a painting, there is no such thing that can be imitated in the sense of imitative behaviour. In 
the same way, it is not necessary that our painter is engaged in an imitative behaviour of Claude Monet 
himself. We thus naturally understand the expression to mean that the painter is in the process of creating 
an imitation (the painting, which will itself have the status of an imitation). For these kinds of situations, 
we might say that the painter’s imitation is a case of ‘imitation manufacturing’ (which would simply 
consist in producing an imitation—in this particular case, reproducing a painting), and that the resultant 
painting is an imitation (in the sense of a ‘status of imitation’).
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certificate. In the meantime, it is because a painting originally by Picasso was repro-
duced by a person who is not Picasso, that the resulting painting does not qualify as 
an authentic master painting (and indeed, had Picasso reproduced his own painting, 
there would then not have been an original painting and its imitation but two origi-
nal paintings)10.

In a similar vein, the relationship between imitative behaviour and duplication is 
also not always clear-cut, as some behaviours, when imitated, can ultimately result 
in identical outcomes. For example, there are situations, particularly in learning con-
texts, where it is necessary to imitate someone in order to succeed in doing what 
that person does. In the Poetics, Aristotle thus stresses that imitation (mimesis) is 
first and foremost an animal mimetic behaviour which comes naturally to us from 
childhood and is crucially and intimately linked with the instinct we all have for 
learning11:

Imitating comes naturally to human beings from childhood, and in this point 
they differ from other animals, in that they are the most imitative of all and in 
that what they first learn they learn through imitation (Aristotle, 1448b4–17).

We could indeed think of countless examples of situations in which it is necessary 
for a child to reproduce or imitate a behaviour in order to make it their own: for 
instance, it is by observing and imitating (here seen as a form of reproducing)—
say—their mother’s gestures when she pets the cat that the child learns 1/ what it 
is to pet a cat and 2/ how to do it. To take another example, it is by imitating—
say—their brother watering the plants that the child learns how to water the plants. 
Hence, engaging in an imitative behaviour can result in the development of new 
(and authentic) capacities. Apart from the imitation of specific actions, which facili-
tates the acquisition of skills or abilities, like learning to handle a cat gently or to 
water the plants, we can also recognise that imitative behaviour has the potential to 
reshape one’s overall behaviour, i.e., to help one become a person of a certain type. 
Let us here consider Aristotle’s virtue ethics, in which virtue is famously understood 
not as a mere capacity or feeling (Aristotle, Nicomachean Ethics 1105b–20), but as 
a hexis, often translated as ‘disposition’ or ‘state’. Being virtuous primarily entails 
acting as a virtuous person would act (Aristotle, NE 1105b–10). A hexis is a kind of 
quality, different from a simple condition (diathesis) in that it is less fleeting, more 
stable (Aristotle, Categories 8b27-9a13): thus having a flu, for example, is a condi-
tion (being sick), a quality that can easily be lost (say by getting the right treatment). 
Knowing something (being knowledgeable on a given subject) or being virtuous 
(these are two examples that Aristotle gives), on the other hand, are qualities that 
can hardly be lost; they reshape the very nature of the person that have them. But 
just as it is difficult to lose these qualities, it is difficult to acquire them.

10  Here we leave aside the case of painters who keep on creating ‘the same painting’ (where ‘same’ is 
not understood in the sense of numerical identity) over and over again. As we already rapidly mentioned, 
in this situation the painter is not imitating themselves, but nor are they duplicating their work.
11  Aristotle uses two dimensions of mimesis which coincide arguably with the two aspects we have just 
been describing (imitative behaviour and status of imitation).
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One could then go on to say that a significant part of the process of becoming vir-
tuous involves imitation (under the form of imitative behaviour) (Hampson, 2019). 
Imitative behaviour (i.e., acting as a virtuous individual would act) thus serves as 
the initial step which, through the force of exercise and habit, can ultimately lead 
to fully embracing one’s virtue (i.e., to authentic virtuous conduct). In more recent 
literature and following Fossheim (2006), this developmental process is sometimes 
called ‘practical mimesis’12.

In contexts like these, imitative behaviour can therefore lead to both behav-
iours—i.e., the imitative and the imitated one—gradually falling under the same 
description. Hence, the child who learns to pet the cat through practise and imita-
tion of their mother can be described as petting (or attempting to pet) the cat—just 
like their mother can also be said to be petting the cat. When it comes to virtu-
ous behaviour, on the other hand, things are a little trickier. According to Aristotle, 
for a person to be deemed virtuous, it is crucial that they act according to a clear 
state of mind: therefore, not all imitation of virtuous behaviour is inherently virtu-
ous. However, imitating virtuous behaviour is a necessary step for the individual to 
ultimately become virtuous13. A person will be authentically virtuous when their 
actions are no longer performed by merely imitating what virtuous individuals do, 
but rather because they truly conceive and conduct their actions as such—and as 
Fossheim suggests, this attitude of seeing virtuous actions as ends in themselves is 
actually ‘the very one that mimesis leads to’14. Still, in the end, the person who has 
become virtuous but who, in order to do so, used to imitate the behaviour of vir-
tuous people, shares a common description (that of ‘virtuous individual’) with the 
people they used to imitate. This interaction between imitation and the acquisition 
of a new nature and the corresponding transformation (becoming virtuous) could, of 
course, add fuel to the fire for the advocates of an understanding of LLMs: since the 
process is gradual, since there is, moreover, in these technologies, the description 

12  Fossheim describes practical mimesis as the way in which...
  Children and young people develop their character by actively engaging in mimesis of others who func-
tion as models for them. The child does as others do, and learns to become a certain sort of person by 
emulating the actions and manners of others. [...] In re-enacting, one is oneself the repetition (‘this’) of a 
model (‘that’) (Fossheim, 2006, pp. 111–112).
13  Aristotle (NE 1105b) writes:
  (...) virtue results from the repeated performance of just and temperate actions. Thus although actions 
are entitled just and temperate when they are such acts as just and temperate men would do, the agent is 
just and temperate not when he does these acts merely, but when he does them in the way in which just 
and temperate men do them. It is correct therefore to say that a man becomes just by doing just actions 
and temperate by doing temperate actions; and no one can have the remotest chance of becoming good 
without doing them.
14  Fossheim’s full remark goes as follows:
  The virtues are realized only if their realisations—in virtuous actions—are seen as ends in themselves 
by the learner. But this attitude to virtuous actions is the very one that mimesis leads to. For, by defini-
tion, what is aimed at in the mimesis of an activity is that activity itself : mimetic pleasure in any perfor-
mance is proper and intrinsic to that performance, and does not depend on what if anything follows upon 
it. Hence mimetic desire ensures that, whatever the learner fastens on, relating mimetically to it will at 
the same time mean relating to it as something to be savoured for its own sake. Thus an action which 
might otherwise be done in order to receive a reward or to avoid punishment will, if it is instead per-
formed mimetically, be done without ulterior motives (Fossheim, 2006, p. 113).
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of the training as involving learning (RLHF), one might hope that an LLM could 
eventually have its nature reshaped in the very same way. We will come back to this 
in a moment.

On the other hand, let us also note that in a context of mockery where imitating 
means aping or parodying, there is, this time, no point in applying the same descrip-
tions for the original behaviour and the imitative one: if I thus imitate the Queen 
addressing the people of England, I am obviously not myself addressing the people 
of England!

3.4 � Imitation and Simulation

Last but not least, it is crucial to distinguish imitation from simulation. There is, of 
course, a vast literature and many debates surrounding the notion of simulation15. 
For my purposes, I will simply identify three key differences with the notion of imi-
tation. These differences will suffice to prevent us from mistaking one for the other.

First, as we saw earlier, whether in an imitative behaviour or in a status of imita-
tion, at least some elements of the target have to resemble elements of the imitative 
behaviour or of the result. This is not the case for simulation, although we can cer-
tainly also recognise the role of a target in a simulation. In contrast, in a simulation, 
some elements must stand for (and not necessarily resemble) some elements of the 
target. To take a few basic illustrations, the result of a simulation can be a written 
sentence or a paragraph, a sequence of numbers, a graph, etc., which do not neces-
sarily resemble the simulated target (if we think of a natural phenomenon, the lack 
of resemblance is striking).

This first difference makes the second intelligible, since in the case of simula-
tion, it is not always possible to be deceived and thus confuse what is being simu-
lated with the simulation (whereas—as we have seen—it is always possible in the 
case of imitation to mistake the imitation with what is imitated). Granted, the result 
of a simulation might resemble what is simulated (and some far-fetched scenarios 
could lead to misunderstandings, mix-ups, conspiracies, and so on), but this is gen-
erally not the standard usage of a simulation. In most cases, if not all, a simulation is 
guided by an epistemic aim (which is not necessarily the case with imitation); and in 
most cases, but not all, simulation aims at something dynamic (whereas the status of 
imitation can aim at something completely static, as was the case with the leather or 
currency imitations). A simulation must be apprehended as such in order to be what 
it is, whereas this is not the case with imitation (a thing having the status of imita-
tion does not need to be recognised as an imitation in order to exist). Simulation (but 
not imitation) is thus in the eye of the beholder.

The final difference has to do with the idea, mentioned earlier, that between what 
is imitated and what imitates, there is always a covering sortal concept applicable to 
both in their respective description. This covering sortal concept is of course absent 
in the case of the simulating-simulated relationship.

15  For an in-depth analysis, see Varenne (2019).
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The fact that simulations are used for epistemic purposes (e.g., to facilitate appre-
hension, formulation, explanation, theorisation, shared knowledge, etc.) should not 
mislead us: it is not the simulation that knows or understands anything, but we who 
learn or understand something thanks to the simulation, or through the simulation. I 
thought it would be useful to distinguish here imitation from simulation, since there 
are of course many AI applications and functions, and in particular LLM applica-
tions, which can also be used for these epistemic purposes. What I would like to 
suggest is that just as there is no question of saying in the case of simulation that it 
(i.e., the simulation) knows or understands (even if it can be used for purposes of 
understanding and knowledge), there is no question of saying in the case of LLMs 
that they understand (even if they can be used for purposes of understanding—i.e., 
to help us understand)16.

3.5 � What About Large Language Models?

For the purposes of our discussion, imitation can therefore be seen in two ways: as 
an imitative behaviour, where one individual reproduces the behaviour of another; 
and as an imitative status, for cases in which an artefact has been produced on the 
model of another artefact. Moreover, these two senses of imitation do not always 
have the same relationship with the thing they imitate, which is why it is important 
to distinguish on the one hand the status of imitation from a simulation, from a mere 
reproduction and from a duplication, and on the other hand to distinguish (as far as 
imitative behaviour is concerned) between the behaviour imitated and the context of 
the imitation.

Having said that, where does this leave LLMs? When we talk about imitation 
in the context of conversational systems, are we dealing with imitative behaviour 
or are we dealing with status of imitation? The answer does not seem entirely 
clear. The difficulty appears to stem from the following fact: on the one hand, 
what we are dealing with is an artefact, albeit arguably an abstract one (on the 
typology of artefacts, see Thomasson, 1998); therefore, we might be inclined to 
categorise the machine’s imitation under the header of status of imitation. In this 
view, the machine that generates sentences would be an imitation of an individ-
ual who speaks, much like a forged signature is an imitation of a genuine signa-
ture. However, on the other hand, the imitation in question occurs through the 
machine’s workings. Consequently, we are tempted to classify this imitation as 
an imitative behaviour. In this second perspective, it would then be the machine 
itself that imitates, i.e., that behaves in a way similar to (or in the manner of) 
the human being who speaks (who communicates). Besides, if the imitation of 
the machine were to be considered through the prism of imitative behaviour, the 
question would then arise as to the status to be attached to such imitative conduct: 
does the machine imitate human understanding and speech in the sense that it 
mocks them? Does it imitate understanding and speech in a vein similar to that 
of the imitation of virtuous conduct in the Aristotelian tradition, i.e., is it in the 

16  I would like to thank an anonymous reviewer for encouraging me to look into the point of this section.
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process of becoming an understanding and a speaking machine by means of its 
action of imitating? Is the quality of being a talker then a sort of hexis? The attri-
bution of imitative behaviour to the machine is of course the one that raises the 
most questions, and the subject has been a matter of debate since the birth of AI 
as a discipline.

It will be recalled that Turing (1950) puts forward the idea that a machine that 
would produce sentences convincingly enough to be taken for a human being in a 
conversation should be regarded as being endowed with intelligence, in the same 
way that a human being is. Turing goes even further, suggesting that the imitation 
game is in fact a common and practical way for us to test the understanding of our 
fellow human beings—and he himself mobilises the previously mentioned notion of 
parroting to distinguish full from partial understanding: ‘The game [...] is frequently 
used in practice under the name of viva voce to discover whether some one really 
understands something or has “learnt it parrot fashion”.’ Turing’s relationship with 
imitation is thus twofold: on the one hand, it seems that mere imitation or parrot-like 
repetition is not in itself a sufficient criterion to qualify a machine as intelligent. The 
value of face-to-face or off-the-cuff conversation thus lies in the fact that such an 
exchange makes it possible to assess an individual’s actual degree of understanding 
of a given subject. Conversation would thus be a relevant activity for distinguishing 
imitation of understanding from genuine understanding. Imitation in this sense is 
conceived as not requiring any intelligence on the part of the machine. The machine 
that gives parrot-like answers could then probably be considered more as an imita-
tion than as imitating.

On the other hand, the imitation game is designed as a tool for determining 
whether a machine is actually capable of thinking. The rationale behind the imitation 
game is indeed that since the machine is capable of imitating human speech, it must 
be endowed with the intellectual capacities to do so. According to this second take 
on the notion of imitation, the machine that satisfactorily imitates a human being 
engaged in a conversational activity (i.e., a machine producing responses that are 
indistinguishable from those that a human being might produce) must be at least a 
little intelligent, as if the impressive nature of the imitation could not be the result of 
anything other than genuine thinking on its part. The tension we have already noted 
in Browning and Le Cun is again present. Similar considerations would appear to 
be at stake behind their statements, notably when they write that the imitation of 
LLMs...

[...] brings with it some genuine understanding: for any question or puzzle, 
there are usually only a few right answers but an infinite number of wrong 
answers. This forces the system to learn language-specific skills, such as 
explaining a joke, solving a word problem or figuring out a logic puzzle, in 
order to regularly predict the right answer on these types of questions. These 
skills, and the connected knowledge, allow the machine to explain how some-
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thing complicated works, simplify difficult concepts, rephrase and retell sto-
ries, along with a host of other language-dependent abilities17.

Therefore, it seems that according to Turing or authors like Browning and Le Cun, 
the performance of the conversational machine (and more particularly of LLMs), 
if it is impressive enough, should most certainly be placed on the side of imitative 
behaviour. The machine would then be the imitative agent as such, and this would 
also be the reason why one should feel justified in saying that the machine is capa-
ble of (at least some) understanding (and is as it were on the path to full-blown 
understanding).

4 � Large Language Models: A Case of Imitation Manufacturing?

4.1 � Large Language Models Do Not Imitate and Neither Are They Imitations

How, then, can we address this issue? I want to defend the idea that LLMs do not 
behave in an imitative manner (LLMs do not imitate as such) but that neither are 
they imitations (of human beings talking). Their textual productions however, are 
imitations of human speech. Let us break this down.

Why cannot we say that LLMs behave in an imitative way (that they have what 
we previously labelled an imitative behaviour)? In order for an individual to imitate 
a particular behaviour (and thus for the imitation to be an imitative behaviour), it is 
necessary that the individual in question has in the first place a behaviour of its own, 
which is different from the one it seeks to imitate or reproduce. In other words, it 
must already possess a behaviour as such. To put it another way, imitative behaviour 
can only be understood against the background of behaviour that is not imitative (the 
imitative behaviour is always extra, or on top of a base behaviour, independent of the 
imitated target). The question then becomes whether the machines that are said to 
‘imitate’ human beings in conversation have or do not have behaviours of their own, 
apart from these conversational ones. The answer is, of course, that they do not; 
talking machines do not imitate.

At this point, one could protest that LLMs do in fact have a behaviour, since it is 
necessary to go through what is known as the training phase in order to obtain inter-
esting results, and that this training phase can sometimes be ‘reinforced’ by human 
activity to evaluate the initial results (a technique known as RLHF, reinforcement 
learning from human feedback). These two aspects would indicate that there is first 
an initial behaviour, followed—after the ‘learning’ phase and the ‘human feedback’ 
phase—by a modified behaviour; all this then strongly resembling a case of addi-
tional behaviour on top of an initial behaviour18. Arguably, this has the effect of 
transferring to the concept of behaviour what was our initial discomfort with the 

18  I would like to thank an anonymous reviewer for this objection.

17  We shall return to this point in a moment, but it is striking that the two authors should emphasise pre-
cisely these very alleged linguistic (and understanding) skills, when these aspects are not always those in 
which LLMs perform best (and notably, it is often in these regards that the machines produce erroneous, 
unreliable or inaccurate responses).
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concept of imitation. Once again, distinctions have to be made: ‘behaviour’ is cer-
tainly polysemous. In one sense a behaviour has to do with animality and can be 
understood as ‘the way in which some animal conducts itself’, and in another sense 
a behaviour simply has to do with what something does when what it does is not 
always the same. In this second sense, the whole universe, stars, volcanoes, plants, 
financial markets, stock options, political parties, governments, and so on can be 
said to ‘behave’ in a certain way (and therefore to have a behaviour). This simply 
means that some descriptions are applicable in certain conditions while others are 
not and that some other descriptions are applicable in other conditions, etc. One 
could say that this is a purely logical conception of ‘behaviour’19. It is of course in 
this second sense that one can rightfully say that an LLM behaves in a certain way 
(insofar as what it does is not always the same thing).

In an article entitled ‘machine behaviour’, Rahwan et al. (2019) draw analogies 
between the study of animal behaviour and the study of algorithmic functioning and 
operations, bearing in mind the ‘fundamental differences between machines and ani-
mals’. These fundamental differences relate in particular to the way in which the 
‘behaviour’ of the individuals concerned is acquired. The authors note that whereas 
animals (be they human or non-human) develop a particular behaviour (in the first 
sense of the term) ‘for example, through imitation or environmental conditioning’, 
the ‘behaviours’ (in the second sense of the term) of artificial systems have noth-
ing in common with them (i.e., animal ones), save analogically or metaphorically. 
Machine behaviour, the authors remark, is indeed ‘directly attributable to human 
engineering or design choices’. Machines therefore have no behaviour of their own 
in the sense of having an animal behaviour. To return to the heart of our issue, we 
should remember that in imitation (conceived as a process or a behaviour) there is 
first and foremost the identification of some thing (the target), and this identification 
presupposes (among other things that LLMs lack) an environment, sensory capaci-
ties for identification, motor capacities for reproduction.

If an LLM does not imitate, then is it not already attributing too much to the 
machine to say (as Bender, Gebru et al. do) that it is a ‘stochastic parrot’? Perhaps it 
is now easier to understand why the imitation of the machine is not at all equivalent 
to that which a parrot could achieve. As Montemayor (2021) remarks, a crucial dif-
ference between the action of the parrot and that of the machine is that the former is 
actually ‘participating in a joint activity’ which consists of mimicking the sounds it 
hears other beings make. The parrot does indeed have a behaviour of its own in the 
first place, which is why it makes sense to say that it performs the particular action 
of imitating human speech when it reproduces human sounds. Furthermore, as Mon-
temayor also remarks,

the production of sounds that mirror human language [is] based on its biologi-
cally grounded communicational capacities (birdsongs are a kind of commu-
nication, even though parroting human language is merely fake human com-
munication).

19  I discuss in greater length the consequences of a distinction between a logical and a substantive con-
ception of action (distinction that can be paralleled in the case of behaviour) in Boisseau (2024).
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The parrot can thus be said to ‘communicate’ whenever it imitates sounds, inso-
far as what it does can be considered a kind of conversational practice for its spe-
cies20. As a matter of fact, vocal imitation is sometimes used by animals (especially 
birds) to indicate address to a particular individual (Balsby et al., 2012). It is thus 
by imitating or reproducing the call of a particular bird that a second bird can signal 
to the first that it is addressing it. It should however be noted that—when address-
ing a human being—the outcome of the parrot’s production does not equate to that 
of a human being producing the same sequence of sounds: although the parrot can 
thus communicate in its own way, it cannot speak (i.e., it cannot communicate in a 
human manner). To put it too bluntly, ‘speak’ is a normative activity while ‘com-
municate’ is not.

It can therefore be said that parrots, contrary to LLMs, have a conversational 
practice of their very own. In contrast, LLMs have no proper means of communi-
cation (and no proper behaviour), neither have they got a point for communication 
(as parrots certainly have). All this entails that they cannot behave in an imitative 
manner and can ultimately only be tools to produce imitations. Thus from the point 
of view of the no-understanding position—which, it should now be clear that I also 
endorse but from a radically different standpoint—the comparison of LLMs with 
parrots is overly generous. Some aspects of the analogy are indeed relevant: the sen-
tences produced by LLMs are not their own just as the sentences repeated by the 
parrot were originally those of another individual; but in other respects, the meta-
phor simply does not fit: parrots have an intentionality that LLMs lack, are grounded 
in a form of life and have a communicational behaviour of their own.

In the same way—this time considering the students analogy—let us first note 
how the comparison can indeed be helpful to see how, in a way, LLMs are similar 
to students mimicking their teachers in that they merely put together already formu-
lated thoughts without understanding them. This idea is also put forward by Floridi 
(2023), when he remarks that...

[...] in their capacity for synthesis, they [LLMs] resemble those mediocre or 
lazy students who, to write a short essay, use a dozen relevant references sug-
gested by the teacher and, by taking a little here and a little there, put together 
an eclectic text, coherent, but without having understood much or added any-
thing.

The point where the analogy breaks down21 is, of course, when we observe that 
while the ‘mediocre or lazy students’ Floridi refers to do not understand what 

20  Indeed, as far as a parrot’s communicative repertoire is concerned, researchers have compiled a list of 
around ten or fifteen different types of sounds regularly produced by parrots to communicate with each 
other (Bradbury, 2003). To mention just a few, parrots are known to make what researchers sometimes 
refer to as a ‘preflight call’, which, as the name suggests, is ‘a specific call that is given by flock members 
prior to taking flight’. They also emit an ‘agonistic protest’ call during fights, and an ‘alarm call’ when 
attempting to warn of the presence of a predator.
21  There is nothing unusual about the fact that the analogy may be relevant to a certain extent when 
describing what LLMs do, though its relevance is not total. Analogies, like metaphors—and thus fol-
lowing the definition of the latter given by Lakoff and Johnson (1980)—allow us to ‘understan[d] and 
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they are saying at that very moment, there is otherwise much that they actually do 
understand. If they repeat what their teacher says without grasping its significance 
or meaning, the students nevertheless understand other things (as we pointed out 
above, they usually understand—in other contexts—what they are saying and, more 
generally, they understand that they are speaking, etc.). Similarly, as we just dis-
cussed, if the students are able to imitate or impersonate their teacher, it is because 
they are beings who in the first instance have a behaviour of their own. But because 
conversational machines are precisely designed to produce outputs that are imita-
tions of human speech, this implies that there is not, in reality, anything they are or 
can be apart from this: devices for imitating (and not devices which imitate) human 
speech.

But while LLMs do not imitate, their status is nevertheless not that of imitations. 
We stated earlier that a particular painting could certainly be an imitation of another 
painting (if the former was created on the model of the latter), and also that a coun-
terfeit banknote is an imitation of a genuine banknote (since it was precisely made in 
order to pass off as real money). An LLM, on the other hand, bears no resemblance 
whatsoever to someone who speaks: this is evident from the fact that an LLM is 
entirely disembodied. If an LLM were integrated into a robotic body, we could per-
haps refer to the robot as a whole as an imitation of a human being speaking. But an 
LLM in itself cannot play this role. LLMs’ outputs, however, can be seen as imita-
tions and, in this respect, have a status similar to that of counterfeit money.

We mentioned earlier the concept of ‘imitation manufacturing’, which, at this 
point, can certainly help us understand the relationship between LLMs and the con-
cept of imitation. Imitation manufacturing is not a form of imitative behaviour but is 
nonetheless a process of imitation: it is the process of creating something that can be 
described as an imitation—in the sense, this time, of a status of imitation. An LLM 
is then like a counterfeiting press, and the textual outputs of the LLM have a status 
similar to that of counterfeit banknotes. Like the counterfeiting press or the painter 
who reproduces a painting, the LLM is therefore engaged in a process of imitation 
(a process consisting of manufacturing imitations). However, unlike the painter, but 
just like the counterfeiting press, the LLM is not itself the agent at the root of the 
imitation. Although both the counterfeiting press and the LLM produce imitations, 
the source of this imitation (its raison d’être) is not to be found in the machines 
themselves, but in the machines’ programmers and in the people who decide to use 
them. Insisting on this description is of particular importance because, just as there 
would be extraordinarily problematic situations from an economic point of view if 
there were suddenly a massive influx of counterfeit banknotes, there are extraordi-
narily problematic situations from a moral point of view if there is (as is the case 
today) a massive influx of speech imitations. In both cases, it is the very basis of 

experienc[e] one kind of thing in terms of another’. Analogies operate in what is sometimes called a 
‘transfer’ mode (Barnden, 2001): some aspects or characteristics of one thing (sometimes called the 
‘source’) are transferred to another (the ‘target’). But the transfer of characteristics from the source to 
the target need not be exhaustive: the value of analogy then lies in the fact that it helps to highlight a cer-
tain similarity in a number of aspects of two things, while not requiring the two things in question to be 
entirely similar or comparable.

Footnote 21 (continued)
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trust that is being affected (trust in the banking institution in one case and trust in 
the textual production system in the other).

4.2 � Large Language Models, ELIZA and Imitation

It is important to note that identifying a textual production as having this ‘status 
of imitation’ was certainly much simpler in the past, in older iterations of such 
machines (i.e., way before LLMs). When considering examples like ELIZA (Wei-
zenbaum, 1966), PARRY (Colby, 1963) or even more recent conversational agents 
like Eugene Goostman—the 2008 winner of the Loebner Prize (Demchenko and 
Veselov, 2008)—one could then quite easily spot the tricks used to convey the 
impression that the machines understood the contents of the linguistic exchange 
taking place. The responses of these systems were indeed in a way already present 
within them, readily available to be utilised whenever relevant words were men-
tioned during the conversation. As is well-known, the responses of Weizenbaum’s 
ELIZA, for instance, relied on a set of pre-written generic answers associated with 
key words. If the user mentioned their mother, the program would thus respond with 
a pre-determined question about the nature of their relationship with their mother. 
Another tactic used by ELIZA was sentence transformation, where it would invert 
pronouns in a given sentence. For example, if the user stated, ‘I feel guilty about not 
taking better care of my little brother’, the program would respond by transforming 
the declarative sentence into an interrogative one, such as ‘Why do you feel guilty 
about not taking better care of your little brother?’ The rigidity of the early conver-
sational programs therefore made it easier to reveal that they were not humans but 
machines—or, we could say, machines programmed to produce imitations of speak-
ing human beings. In contrast, with the advent of LLMs, it becomes more challeng-
ing to see that the machines do not understand what is said and that their answers are 
not genuine answers, as there are no more ‘tricks’ as such: token prediction allows 
conversational programs to appear more human-like in their textual productions. 
The imitative character of the textual productions is thus less easily spotted. The 
fact that the machine produces imitations is then revealed, not through the rigidity 
of its answers—which are, on the contrary, generally quite diverse—but through the 
inconsistency of some of these utterances, or their downright erroneous character, 
what is sometimes misleadingly referred to as ‘hallucinations’ (Alkaissi and McFar-
lane, 2023)22.

Furthermore—and this might also shed some light on why it can sometimes be 
tricky to dismiss LLMs’ outputs as imitations –, the answers produced by ELIZA, 
PARRY, and even Eugene Goostman can in a sense be seen as direct imitations of 
the way specific individuals or types of individuals would speak: respectively a Rog-
erian therapist, a schizophrenic adolescent, and a foreign child. These are, to use 
Richard Wallace’s—programmer of A.L.I.C.E, the three-time Loebner Prize-win-
ning chatbot—terminology, ‘personality programmes’ (2008). In contrast, LLMs’ 
outputs are not usually imitations of the way a particular person or type of person 

22  For a collaborative collection of so-called LLM ‘errors’, see Davis et al. (2023).
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speaks, but aim more at being generic imitations of the way human beings speak. 
Hence the suggestion by Millière (2021) of the already-mentioned term ‘chamele-
ons’ to describe LLMs—a fitting metaphor in our sense as it serves the purpose of 
highlighting the difficulty of characterising LLMs’ relationship with imitation: it is 
precisely because they are vastly more generic than previous models of conversa-
tional agents that it is more challenging to consider their productions as mere imi-
tations of human speech. It is because they are trained on a very large and varied 
corpus that LLMs do not make us think of a particular person or type of person, but 
rather of a generic and à la carte individual.

Moreover, and as we were saying just now, it is not because LLMs are not usually 
used to manufacture imitations of anyone in particular, that they cannot ever be. On 
the contrary, it is entirely possible to create imitations of particular people or types 
of people using LLMs. In practical terms, this personification can be achieved by 
training the model on a set of texts with a very specific vocabulary and information 
content: this is typically of interest to companies looking to develop a chatbot that 
can generate responses containing specific language elements and information rel-
evant to the company’s business. Another example of the personification of LLMs 
is the direct imitation of a given individual. This is what Anna Strasser, Matthew 
Crosby and Eric Schwitzgebel (2023) set out to do with regard to the philosopher 
Daniel Dennett. They aimed at creating what they describe as a ‘digital replica’ of 
Dennett. The idea was then to find out to what extent the LLM’s answers would 
resemble those that Dennett himself might produce when asked a philosophical 
question. Experts on Dennett’s work who were asked to distinguish which of sev-
eral propositions were really Dennett’s and which had been generated by the LLM 
(in their case, GPT-3) only succeeded 51% of the time (Strasser et al., 2024). Then 
again, this in no way implies that the LLM is imitating Dennett; there is no ques-
tion here of imitative behaviour. Instead, this simply shows that the programmers of 
the LLM (or the people at its instigation) have managed to create (to manufacture) 
satisfactory imitations of Dennett’s speech—using the LLM as a tool to achieve this 
result.

5 � Conclusion

The concept of imitation, which is very regularly used in discussions of AI (par-
ticularly with regard to conversational systems) but is rarely if ever the subject of 
detailed analysis, can help us—when examined closely—to have a clearer grasp of 
the capabilities of the artificial systems under scrutiny.

As a striking illustration, I first uncovered several trends in the literature, ranging 
from total rejection of the idea that LLMs have the ability to understand sentences, 
to complete acceptance of it, passing through a half-tone position in which LLMs 
are considered to have only a partial ability to understand sentences. I showed that 
these different theories are all keen to draw on the common concept of imitation, 
without ever questioning it.

I then drew distinctions between several aspects of the notion of imitation. The 
question I raised was that of establishing whether LLMs imitate or are imitations. I 
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advocated the idea that LLMs do not have an imitative behaviour, and are not imita-
tions either, but are better captured by the description I labelled ‘imitation manufac-
turing’ devices. To exhibit an imitative behaviour, LLMs would indeed first have to 
display a behaviour of their own, yet since LLMs are artefacts operating outside of 
any form of life, they cannot be expected to behave in any way whatsoever. LLMs’ 
productions, however, are imitations (status), despite the fact that it is not always 
easy to see them as such (compared, for instance, with older conversational pro-
grams). That LLMs’ workings exemplify an ‘imitation manufacturing’ process 
brings to light some of the moral issues at stake when LLMs become prevalent, in 
particular regarding the erosion of trust.
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